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ABSTRACT
This study explores the impact of AI-driven diversity and inclusion (D&I) initiatives on
Human Resource Management (HRM) within the banking sector, specifically in the
districts of Lahore and Peshawar. The research examines how AI tools, including those
used for recruitment, performance evaluations, and employee sentiment analysis,
contribute to reducing bias, improving fairness, and enhancing workplace inclusivity. A
sample size of 300 employees and HR professionals from 10 banks in these regions
participated in the study. Using a quantitative approach, data was collected through
surveys and analyzed using descriptive statistics, correlation analysis, and regression
analysis to assess the perceptions of employees and HR professionals regarding AI's role
in fostering a more inclusive work environment. The findings indicate that AI adoption
significantly improves D&I outcomes, particularly in recruitment and performance
management, by reducing bias and increasing fairness. However, the study also identifies
ethical challenges, including concerns about algorithmic bias, data privacy, and the need
for human oversight in AI implementation. Moreover, the research highlights that AI
adoption is not confined to large organizations, suggesting that even smaller banks can
benefit from AI-driven HR practices. The study concludes that AI holds considerable
potential to enhance D&I efforts, but its ethical use and continuous evaluation are
essential for achieving long-term, sustainable improvements in HRM. Further research is
recommended to examine the long-term effects and cross-sector applicability of AI in HR
practices.
Keywords: AI-driven HRM, diversity and inclusion, recruitment, performance evaluation,
sentiment analysis

INTRODUCTION
In the evolving panorama of Human Resource
Management (HRM), range and inclusion (D&I)
have become vital to growing equitable and

productive offices. With globalization and
demographic shifts growing the heterogeneity of
the staff, addressing troubles of diversity and
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inclusion is important for organizational success.
Traditionally, corporations have employed
techniques like affirmative motion, diversity
schooling, and anti-discrimination rules to foster
inclusive environments (Shen et al., 2009).
However, those measures frequently fail to deal
with the deeper, extra systemic biases embedded
inside organizational practices. In this context,
Artificial Intelligence (AI) has emerged as a
transformative tool capable of reshaping D&I
initiatives with the aid of leveraging records-
pushed insights to perceive and mitigate biases,
and through automating methods to make sure
equity and equity (Angwin et al., 2016).
The ability of AI in D&I projects is specifically
evident in recruitment, employee assessment, and
engagement tactics. AI technology together with
Applicant Tracking Systems (ATS), predictive
analytics, and sentiment evaluation algorithms are
more and more being used to reduce human bias,
make sure more inclusive hiring practices, and
sell an equitable paintings environment (Binns,
2021; Raghavan et al., 2020). AI’s capacity to
process extensive amounts of information and
find hidden styles makes it viable to objectively
verify candidates and personnel, putting off the
subjectivity often associated with human decision-
making (West, 2018). For example, AI can
anonymize resumes, disposing of names, genders,
and other demographic identifiers that might
cause unconscious bias (Binns, 2021).
Furthermore, AI equipment assist monitor place
of work sentiment, permitting businesses to song
the inclusiveness of their subculture via analyzing
worker feedback, conversations, and behaviors
(Garg et al., 2022).
Despite its vast capacity, the combination of AI in
D&I tasks is fraught with challenges. One of the
maximum urgent worries is algorithmic bias. AI
systems, if not nicely designed, can perpetuate or
even extend existing societal biases found in
historic records (O'Neil, 2016). For example, if AI
tools are educated on biased historical hiring
records that displays racial or gender disparities,
these tools can also replicate those inequities in
their decision-making processes, probably
undermining D&I efforts (Raji & Buolamwini,
2019). Additionally, the opaque nature of many
AI algorithms, regularly referred to as the "black

box" hassle, complicates the ability to apprehend
and explain how choices are made (Burrell, 2016).
This loss of transparency raises concerns about
accountability and fairness in AI-driven D&I
initiatives. Another ethical problem revolves
round statistics privacy. AI-driven equipment
require tremendous statistics series, which
includes sensitive personal statistics including
race, gender, and incapacity status, which raises
huge worries approximately the protection of
employee privateness and compliance with facts
protection policies (Binns, 2021). Furthermore,
AI’s over-reliance on quantitative statistics may
additionally diminish the human detail in variety
and inclusion efforts, risking a merely mechanistic
technique that fails to account for the lived reports
of individuals (Eubanks, 2018).
Given those traumatic conditions, there can be a
developing want for entire research on how AI
may be efficaciously protected into D&I tasks in
HRM. This study seeks to bridge the space by the
usage of exploring the capacity of AI to sell range
and inclusion whilst addressing the moral and
technical worrying situations associated with its
implementation (Musthafa, H. et al, 2025). The
number one desires of this studies are to assess the
impact of AI on HRM tactics which includes
recruitment and usual performance evaluation, to
select out the dangers related to algorithmic bias
and records privacy, and to propose satisfactory
practices for the ethical deployment of AI tools in
D&I duties(Mer 2023). The significance of this
studies lies in its capability to manual
corporations in navigating the complexities of AI
integration into HRM. By investigating the
function of AI in improving D&I efforts, this
observe ambitions to provide actionable insights
for HR specialists, organizational leaders, and
policymakers. Understanding how AI may be
applied to create extra inclusive places of work
will permit groups to loose up the overall
functionality of range, fostering innovation,
improving preference-making, and enhancing
primary organizational basic overall performance
(Page, 2007).
As AI maintains to adapt, it is important for future
studies to find out the prolonged-term
implications of AI-pushed D&I tasks, mainly
concerning employee nicely-being and
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organizational manner of life. Furthermore,
interdisciplinary strategies that integrate insights
from technology, ethics, sociology, and
organizational behavior may be important to
absolutely recognize the possibilities and
demanding situations in leveraging AI for D&I
within HRM.

Literature Review: AI-Driven Diversity and
Inclusion Initiatives in HRM
Artificial Intelligence (AI) has come to be a
transformative pressure at some point of
numerous sectors, together with Human Resource
Management (HRM). In current years,
organizations have more and more included AI
equipment into their Diversity and Inclusion (D&I)
strategies. These AI-driven tasks promise to
mitigate biases in HR practices, sell equitable
treatment, and foster extra inclusive places of
work. This literature evaluate examines current
studies on AI-pushed D&I projects in HRM,
highlighting the applications, advantages,
demanding situations, and ethical issues
associated with these generation.

AI Applications in D&I Initiatives
AI technologies are being appreciably hired in
HRM to address variety and inclusion issues,
specially in recruitment, employee engagement,
and ordinary basic overall performance reviews.
One of the primary programs of AI is in
recruitment. Traditional recruitment strategies are
often biased due to subjective selection-making,
that would result in discriminatory practices. AI
gear, which encompass Applicant Tracking
Systems (ATS) and automatic resume screening
software program, were brought to reduce human
bias through specializing in benefit-based totally
criteria and anonymizing demographic
information (Raghavan et al., 2020). According to
Binns (2021), anonymizing resumes via AI can
correctly lessen biases associated with race,
gender, and age, ensuring that candidates are
evaluated totally on their abilities and
qualifications.
AI additionally performs a extraordinary function
in worker engagement and sentiment analysis,
allowing corporations to assess how inclusive
their way of life is with the resource of analyzing

employees' comments and conversation. Tools
powered by means of the usage of AI can examine
open-ended survey responses, inner
communications, and worker sentiment via
natural language processing (NLP) algorithms.
Garg et al. (2022) argue that AI-pushed sentiment
evaluation lets in companies to pick out out
marginalized groups inside the personnel and
interfere to decorate inclusion. These equipment
can flag concerns related to place of job
microaggressions, exclusionary behavior, or
emotions of isolation, offering actionable insights
that HR organizations can use to foster a more
inclusive environment(Pollio & Riemma 2024).
Another area in which AI is employed is in
average overall performance opinions and
promotions. Traditional overall performance
opinions frequently reflect biased choice-making
based definitely mostly on non-public biases,
main to disparities in promotions and career
improvements. AI may be used to assess overall
performance data objectively, minimizing the
impact of subconscious bias in standard standard
performance opinions (Raji & Buolamwini, 2019).
AI-powered equipment can track employee
development over the years, have a observe
contributions, and advise profession development
possibilities based totally mostly on records in
place of subjective impressions. This results in
fairer outcomes for all employees, irrespective of
their demographic statistics.

Benefits of AI in D&I Initiatives
The integration of AI in HRM offers several key
advantages which can decorate D&I efforts. One
of the foremost advantages is bias mitigation. AI
gear, by means of automating and standardizing
methods, help put off unconscious bias that may
stand up in subjective HR practices, along with
hiring or overall performance critiques (O'Neil,
2016). By the usage of AI-pushed answers,
agencies can reduce the danger of gender, racial,
or age biases influencing crucial decisions
(Angwin et al., 2016). AI additionally enhances
performance in HR procedures. Manual
responsibilities like screening resumes, scheduling
interviews, or studying worker feedback may be
computerized, allowing HR specialists to
cognizance on better-level duties that require
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human judgment, creativity, and empathy (West,
2018). Moreover, AI tools provide scalability in
D&I projects. Large companies with numerous
workforces can benefit from AI’s functionality to
method full-size portions of records rapid and as it
should be, providing insights that could otherwise
skip not noted in a conventional HR setup.
According to Raghavan et al. (2020), AI machine
can track variety metrics in actual-time, offering
actionable insights into how variety is represented
all through numerous businesses and tiers. By
continuously monitoring those metrics,
organizations can proactively come to be aware of
disparities and enforce interventions to shut range
gaps.
AI additionally offers statistics-pushed insights,
which could assist groups make extra
knowledgeable, equitable alternatives. For
example, AI can flag types of underrepresentation
in management positions or highlight salary
disparities for the duration of demographic
organizations. These insights empower HR
managers to take corrective movement, ensuring
that numerous knowledge is diagnosed and
rewarded pretty (Binns, 2021). Furthermore,
predictive analytics can forecast destiny frame of
employees developments, permitting companies
to plan range techniques at the way to be effective
within the long time (Page, 2007).

Challenges in AI-Driven D&I Initiatives
While AI offers exquisite functionality, its
software in D&I tasks additionally gives severa
disturbing conditions. Algorithmic bias is
probable the maximum prominent difficulty. AI
systems examine from historical facts, and if this
records presentations societal biases, the
algorithms may additionally with the aid of hazard
perpetuate these biases in their selection-making
techniques (O'Neil, 2016). For example, if an AI
system is educated on biased hiring statistics that
reflects a gender imbalance in control positions, it
could inadvertently choose male candidates for
promotions or control roles, undermining the
motive of growing gender variety (Raji &

Buolamwini, 2019). This is in particular tough in
recruitment, in which AI equipment are supposed
to create extra equitable possibilities for
underrepresented corporations.
The loss of transparency in AI choice-making is
any other important issue. Many AI algorithms
are opaque and perform as "black containers,"
making it difficult to recognize how decisions are
made. Burrell (2016) argues that this lack of
transparency raises huge worries about
accountability and equity. Without expertise how
AI systems make choices, it turns into tough for
HR experts to come across and accurate capability
biases(Chukwuka & Dibie 2024). The absence of
explainability also undermines consider in AI-
driven D&I projects, mainly among employees
who can also feel uncomfortable with AI
influencing important decisions about their
careers.
Furthermore, the statistics privacy implications of
AI-pushed D&I projects are great. To provide
accurate insights, AI structures frequently require
widespread facts collection, such as touchy non-
public information about employees’ race, gender,
and disability fame (Binns, 2021). While such
records is important for identifying disparities and
using D&I efforts, it increases worries
approximately consent, confidentiality, and the
capacity misuse of this data. Privacy violations or
fallacious coping with of private statistics can lead
to legal repercussions and damage the agency’s
reputation (Binns, 2021). Another concern is the
over-reliance on AI. While AI can offer treasured
insights and recommendations, it lacks the
emotional intelligence and contextual
understanding required to completely address the
nuances of human experiences, especially in
sensitive regions like diversity and inclusion.
Eubanks (2018) argues that relying too closely on
AI might also lead to a mechanistic technique that
overlooks the human detail of D&I, making
decisions based solely on information with out
considering the broader societal and cultural
context.
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Ethical Considerations in AI-Driven D&I
The ethical concerns surrounding AI in D&I
initiatives are multifaceted. Transparency is vital,
as stakeholders have to understand how AI
structures make decisions and what facts they use.
Explainable AI (XAI) has emerged as a potential
option to this difficulty, aiming to make AI
selection-making extra comprehensible and
transparent (Burrell, 2016). However,
implementing XAI in HRM systems isn't always
continually truthful and can require massive effort
to stability transparency with the proprietary
nature of AI algorithms.

Accountability is any other ethical concern.
Organizations have to set up clear tips for the
usage of AI in D&I initiatives, ensuring that those
technology are deployed in ways that align with
ethical standards and organizational values.
Conducting ordinary bias audits of AI systems is
critical to become aware of and cope with any
discriminatory results, particularly in recruitment
and overall performance reviews (West, 2018).
Moreover, businesses have to ensure that AI
enhances, in preference to replaces, human
judgment, recognizing the significance of a
balanced technique that takes both records and
human insight into consideration (Eubanks, 2018)
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Methodology
This examine employs a quantitative research
methodology to look at the impact of AI-driven
range and inclusion (D&I) initiatives in Human
Resource Management (HRM) inside banks
located in the districts of Lahore and Peshawar.
The studies objectives to evaluate the connection
between AI tools utilized in HR practices and
their results on variety effects, equity, employee
engagement, and workplace inclusion. A
dependent survey questionnaire can be disbursed
to HR specialists and personnel from banks in
these districts which have applied AI of their HR
tactics. The survey will investigate the volume of
AI utilization in recruitment, performance
evaluations, and worker sentiment evaluation, at
the same time as measuring D&I outcomes via
Likert-scale questions. A pattern length of three
hundred respondents could be decided on from

those banks, ensuring statistical reliability with a
stratified method based on the scale of the
financial institution and the quantity of AI
adoption in HR practices. Descriptive records,
correlation evaluation, and a couple of regression
analysis can be hired to investigate the data and
perceive relationships among AI adoption and
D&I metrics. This look at can even explore the
predictive strength of AI equipment on range
effects and look at the ethical implications,
making sure participant confidentiality and
knowledgeable consent. By making use of a
move-sectional design, the examine goals to offer
treasured insights into the effectiveness of AI in
selling variety and inclusion in HRM inside the
banking sector in Lahore and Peshawar, no matter
the limitations of self-stated records and cross-
sectional data collection.

Results and Analysis
1. Descriptive Statistics
Table 1: Demographic Information of Respondents

Variable Frequency (%)
Gender
Male 190 (63.3%)
Female 110 (36.7%)
Age Group
18-30 80 (26.7%)
31-40 120 (40%)
41-50 70 (23.3%)
51+ 30 (10%)
Job Role
HR Professional 120 (40%)
Employee 180 (60%)
Bank Size
Small 100 (33.3%)
Medium 120 (40%)
Large 80 (26.7%)

The sample includes a relatively balanced
representation of gender, with 63.3% male and
36.7% female respondents. The age distribution
suggests that the majority of respondents fall
within the 31-40 age range (40%), which may
reflect a more experienced demographic in HR

and general employment. The breakdown of job
roles shows that a larger proportion of employees
(60%) responded compared to HR professionals
(40%). Regarding bank size, medium-sized banks
constitute the majority of respondents (40%).
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2. AI Utilization in HR Practices
Table 2: AI Tools Used in HR Practices

AI Tool Percentage of Banks Using
AI in Recruitment (Automated Screening) 65%
AI in Performance Evaluations 55%
AI for Employee Sentiment Analysis 45%
AI in Employee Training 40%

The majority of banks (65%) use AI in
recruitment, mainly for automated screening of
candidates, suggesting that AI has been widely
adopted in recruitment functions. AI's use in
performance evaluations (55%) and employee
sentiment analysis (45%) are also notable,
indicating a growing trend toward AI-assisted

decision-making in employee assessments.
However, AI in employee training is used by only
40% of respondents, suggesting that AI’s role in
training may still be in its early stages.

3. Diversity and Inclusion Outcomes

Table 3: Perceptions of Diversity and Inclusion Outcomes
D&I Outcome Mean Rating (1-5) Standard Deviation
AI has reduced bias in recruitment decisions 4.2 0.8
AI-driven performance evaluations are fair 3.8 1.0
My bank fosters an inclusive workplace environment 4.1 0.7
AI tools have improved employee engagement 3.6 1.1

The survey respondents generally report positive
perceptions of AI’s impact on diversity and
inclusion. On a scale of 1 (Strongly Disagree) to 5
(Strongly Agree), the average score for AI
reducing bias in recruitment is 4.2, indicating a
strong belief that AI tools help mitigate biases in
hiring. However, perceptions of AI-driven
performance evaluations are somewhat less
favorable, with a mean score of 3.8, suggesting

room for improvement in fairness and
transparency in AI assessments. The statement
"AI tools have improved employee engagement"
received a lower mean score of 3.6, suggesting
that while AI is perceived to impact D&I
positively, its effect on employee engagement
might be less pronounced.
4. Correlation Analysis

Table 4: Correlation Between AI Usage and D&I Outcomes

AI Tool Bias Reduction in
Recruitment

Fairness in Performance
Evaluations

Employee
Engagement

Workplace
Inclusion

AI in Recruitment 0.75** 0.40* 0.50* 0.60**
AI in Performance
Evaluations 0.55** 0.70** 0.45* 0.50*

AI for Sentiment
Analysis 0.60** 0.55** 0.65** 0.55**

The correlation matrix reveals significant positive
relationships between AI tools and D&I outcomes.
AI in recruitment is strongly correlated with bias
reduction in hiring decisions (r = 0.75) and also
shows a moderate correlation with workplace
inclusion (r = 0.60). AI in performance

evaluations has a significant positive correlation
with fairness in performance evaluations (r =
0.70), confirming that AI tools may help improve
perceived fairness in performance assessments. AI
sentiment analysis shows a moderate to strong
positive correlation with employee engagement (r
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= 0.65) and workplace inclusion (r = 0.55),
suggesting that AI's ability to analyze employee

sentiments can improve both engagement and
inclusion perceptions.
5. Multiple Regression Analysis

Table 5: Multiple Regression Results for AI Adoption on D&I Outcomes
Independent Variable β (Standardized) t-value p-value
AI in Recruitment 0.45 4.20 <0.01
AI in Performance Evaluations 0.36 3.25 <0.01
AI for Sentiment Analysis 0.30 2.80 0.05
Bank Size (Small vs. Large) -0.10 -1.10 0.27

The multiple regression analysis reveals that AI in
recruitment (β = 0.45, p < 0.01) and AI in
performance evaluations (β = 0.36, p < 0.01) have
significant positive predictive effects on diversity
and inclusion outcomes, particularly in terms of
reducing bias and increasing fairness. The AI
sentiment analysis tool also has a significant

impact on employee engagement and workplace
inclusion (β = 0.30, p = 0.05). Interestingly, bank
size was not a significant predictor of D&I
outcomes (β = -0.10, p = 0.27), indicating that
AI’s impact on diversity and inclusion is not
significantly influenced by the size of the bank.
6. Analysis of Variance (ANOVA)

Table 6: ANOVA for D&I Outcomes Across Levels of AI Adoption
AI Adoption Level Mean D&I Rating F-value p-value
Low AI Adoption 3.4 5.68 0.01
Moderate AI Adoption 3.8
High AI Adoption 4.2

The ANOVA test indicates that there are
significant differences in D&I outcomes across
different levels of AI adoption. Banks with high
AI adoption report significantly better D&I
outcomes (mean rating of 4.2) compared to those
with low AI adoption (mean rating of 3.4, p =
0.01). This suggests that banks that have fully
integrated AI tools into their HR practices
perceive stronger diversity and inclusion
outcomes, including fairness, employee
engagement, and workplace inclusivity.

Discussion
The study's results reveal significant insights into
the role of AI-driven diversity and inclusion (D&I)
initiatives in Human Resource Management
(HRM) within banks in Lahore and Peshawar. AI
tools, particularly in recruitment, performance
evaluations, and employee sentiment analysis, are
strongly correlated with improvements in bias
reduction, fairness, employee engagement, and
workplace inclusion. These findings align with

previous research indicating AI's potential to
enhance D&I efforts (Binns, 2020).
The strong correlation between AI in recruitment
and bias reduction (r = 0.75) suggests that AI
tools are effective in mitigating unconscious
biases during hiring. Automated screening
processes ensure candidates are evaluated based
on qualifications rather than subjective biases.
However, ethical concerns remain, particularly
regarding biased data in AI algorithms (O'Neil,
2016), which highlights the need for ongoing
monitoring of AI systems to maintain fairness.
AI’s role in performance evaluations (r = 0.70)
was found to positively impact perceptions of
fairness. Employees believe AI improves the
objectivity of appraisals, which may contribute to
higher engagement (r = 0.45). However, there is
still room for improvement, especially regarding
employee perceptions of AI's effectiveness in
engagement. Future research should explore the
emotional and psychological effects of AI in
performance assessments.
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AI's ability to analyze employee sentiment
correlates with higher levels of workplace
inclusion (r = 0.55). By monitoring employee
moods and issues, AI tools help HR identify and
address exclusionary practices. This aligns with
the growing recognition that AI can enhance
inclusivity by proactively addressing workplace
concerns. However, AI sentiment analysis may
miss the nuances of certain employee experiences,
particularly those from marginalized groups.
Interestingly, bank size did not significantly
predict the effectiveness of AI on D&I outcomes.
This suggests that even smaller banks can
leverage AI tools to improve D&I, challenging the
notion that only large organizations can afford to
implement AI technologies. This finding
encourages small and medium-sized banks to
consider AI adoption for D&I improvements,
potentially reducing barriers to technology access.

Limitations and Future Research
This have a look at’s cross-sectional design limits
the potential to establish causal relationships
between AI adoption and D&I outcomes. Future
studies ought to adopt a longitudinal method to
music modifications over time. Additionally, this
examine’s attention on banks in districts limits
generalizability, suggesting a need for research
related to various industries and geographic places
to validate the findings.

Conclusion
This have a look at demonstrates the good sized
potential of AI-driven variety and inclusion (D&I)
initiatives in Human Resource Management
(HRM) inner banks in Lahore and Peshawar. AI
equipment surely impact bias discount, equity,
and place of business inclusion, mainly in
recruitment, performance critiques, and sentiment
evaluation. The findings advise that AI can
efficiently minimize unconscious bias, enhance
typical performance reviews, and foster more
inclusive environments, even in smaller banks.
However, ethical worries, including algorithmic
bias and facts privacy, remain crucial challenges.
Continuous tracking and human oversight are
essential to make sure that AI tools are used
responsibly. Additionally, the examine highlights
that AI adoption isn't confined to massive

companies, establishing opportunities for smaller
banks to leverage AI for D&I upgrades.
Despite its precious insights, the look at's pass-
sectional layout limits its ability to set up lengthy-
term results. Future research should undertake
longitudinal methods and extend in the course of
sectors and areas to better understand AI's
function in HRM.
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